**[BernoulliNB](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.BernoulliNB.html" \l "sklearn.naive_bayes.BernoulliNB" \o "sklearn.naive_bayes.BernoulliNB)** implements the naive Bayes training and classification algorithms for data that is distributed according to multivariate Bernoulli distributions; i.e., there may be multiple features but each one is assumed to be a binary-valued (Bernoulli, boolean) variable. Therefore, this class requires samples to be represented as binary-valued feature vectors; if handed any other kind of data, a BernoulliNB instance may binarize its input (depending on the binarize parameter).

The decision rule for Bernoulli naive Bayes is based on

![(x_i \mid y) = P(i \mid y) x_i + (1 - P(i \mid y)) (1 - x_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAV8AAAATBAMAAADFdhMRAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAC+ElEQVRIx6WWPWgTUQDH/9f2evlsUgVFKuKcQTKIg4Oc4NBJA+3QSeMSHG9UKPXcFS+LYpdW0sFMdRJLqWRxlbgIDmIqFgk4RFBadPHeu3tfl3cvV31DEi6//8fdvXv3ADa6EKPAfwXQD0ZvsgP5CWBGi8CoUdpcln7P8F+dFCmjXX6OdTOY0aJj1ERtTvyYv9hA0dMWnkteYkF/V9Iw1EYQcKuR3YLk6TRym5kmnCOUoS2MfkIj6BdqWlnlVvjRBxveMSz6eo3cphKg8Ee9QFLhnYQkQYu0onovnorrXvGOYbGj18ht7vuwD7GYUng5IUnQIs12dYUXNeFGi2W9Rm5zFpjuoxfOkPbaE18Utr9irolSQsLpNZelRWB4TBjwwj1NuMmC5Gk0w9PDO+SbtvkA7G0S6m7uXakhCndLjdkqKonCjC4Eb1laBGIkGRgLmyxI3rjG8R8OKEvb/Nzd9ZA7DwwccpmrrLD3GCUPU2SZvNQKx23ItJMbsbQIRE0yYIWJ7Vhhk0WYp9HMYTX83Adt4/zizlYzfmdEc/gUbkWIfK6ctup8AlKQpDGD6VbrU6tVlQvb18h4OdFCLiw04f/0DUPaWD26aJPPcqA8dBewh+QcFnR0810OkjtZDhIPXUEzJcwWJa0GH6Mv0maqySfbtu/glSj8G1fjwmJKCPqLw9MoSI5xA9McNlvoH7rCEbxiM2qzPYjXH6e3gZU8nQJx4dzh2LLGacwXRRoBbVcyMC1rJouUZW01P7L9oEb/tT5fp8eewb5y85yHR+IKt9vhQ/FGvZ2cxtI6T6NgcSAZ8MIh+PzG+0ZWC5o3rlk62P+GXF9psxV/n5FeHEV3/NWs0vGqT8CybAAcJMCsFv1UjRUobaz4jGoBK1zywpXG0e8vGU3TKIh7kAzGwYwWJC9FM9VV28TbwwWfFe7gZPr2si6lUZBvLxd8LZjRopOusV6rbbrJvUS+HZ7P+oTdt8vA/Oa/buAVi3WjJq0NZpF1NPHf43gWfwG0NR8/khlcSwAAAABJRU5ErkJggg==)

which differs from multinomial NB’s rule in that it explicitly penalizes the non-occurrence of a feature ![http://scikit-learn.org/stable/_images/math/df0deb143e5ac127f00bd248ee8001ecae572adc.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) that is an indicator for class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==), where the multinomial variant would simply ignore a non-occurring feature.

In the case of text classification, word occurrence vectors (rather than word count vectors) may be used to train and use this classifier. BernoulliNB might perform better on some datasets, especially those with shorter documents. It is advisable to evaluate both models, if time permits.

[**MultinomialNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html#sklearn.naive_bayes.MultinomialNB) implements the naive Bayes algorithm for multinomially distributed data, and is one of the two classic naive Bayes variants used in text classification (where the data are typically represented as word vector counts, although tf-idf vectors are also known to work well in practice). The distribution is parametrized by vectors ![theta_y = (\theta_{y1},\ldots,\theta_{yn})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAAUBAMAAABPB9NaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABtklEQVQ4y5WUPUvDUBSG3zRNY2NjazdFoa2KDg6Z7WDsL+ggQhG0i5tDXMSlUBHRQaEg6CQEiptDQXSuIEihQ10EFfwYhC5i+wMET9ILzVcv9MJJbnLf503OuR9AYHvCEC0xcORnGJt3+5qc8Q2EDEDIaFy4j4Wt3wnpaz5JhGJWKvJcnJgl3EPcp1kB5DI6PBsnlqY4w6ZPcwtENYlr48Sy9NUiJn0aE9iFYHJcXJgCjG43z4Ns7poNXm1cGKWnaLhmT+1jaifUkSpAFUrderkebOPAqAAtfED882rIRu1guUVdoRFs48LIZgljZa9GNSGaaNv9QrCNC6PavOA1HyrHDGdSVBu1ol5hAY+DbBhWWtz5tm0UHCFxGcl7J9wcMYRoa8uykU79wbDVuHZvT3g4Y0AtKu5vjQO5eeCZfotsxC5F1RHdPpbFAS14tilSWbfNW++WE2t2UmFPRuE+lrEWB1sZMb3p1sV6u/IhVufZWNiNfGjI7KSQvi48wk/7ujFhyL9zQMkzWupjNXWfHRSULMzAY0tjJdM9o7obm2avC0I9aFKlyhT3xPFioWSwLp3i2jiwf99KZxeEU41mAAAAAElFTkSuQmCC) for each class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==), where ![http://scikit-learn.org/stable/_images/math/e11f2701c4a39c7fe543a6c4150b421d50f1c159.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ0Yi89gMunz3b+v+0in7zPWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAP0lEQVQI12NgVDJxTWBgMKt3YGxgYEiQZGBawMDAsIeBVQFIXWPgL2BgYP/AIMnGwMDSwLCHiYGBx4HhjTMDAAYECZehmzqsAAAAAElFTkSuQmCC) is the number of features (in text classification, the size of the vocabulary) and ![theta_{yi}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASBAMAAABLIvhaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAhUlEQVQI12NgYBBSZoACJocwGLOCgR/GnMwQD2WxJzBIQZncOWemQZlcBgxrQDTLAYb7DMx/QUxeBgYrBr4GqIKbDLcCmBp4CjSAahnaGQTmsgVyXmBgUSpg4E3gYoBayaJgzXAQwuRxOMMwVwDMZH04neFQAJjJzLAA5qJIxgNwJwuBSABKrxc+nBgxIgAAAABJRU5ErkJggg==) is the probability ![(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvsjezMxt2MmPtVAhPSyrZShbKUJqcVbhFlXGDf8PLUBEEoBABRsAAAAASUVORK5CYII=) of feature ![http://scikit-learn.org/stable/_images/math/df0deb143e5ac127f00bd248ee8001ecae572adc.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) appearing in a sample belonging to class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==).

The parameters ![theta_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAcklEQVQI12NgYBBSZgADJocwCKOCgR/CmMwQD6bZExikwAzunDPTwAwuA4Y1YMZ9Bua/YIYVA18DmHGT4VYAUwNPAQMXQzuDwFy2AAYWpQIG3gQuiJksCtYQBo/DGQiD9eF0CIOZYQGEEcl4AOokIQYGALmoEpVM9L+ZAAAAAElFTkSuQmCC) is estimated by a smoothed version of maximum likelihood, i.e. relative frequency counting:

![hat{\theta}_{yi} = \frac{ N_{yi} + \alpha}{N_y + \alpha n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAqBAMAAAB2GanXAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASJ3Pi2B0GDLp8/vdr78EVG0PAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACMElEQVRIx52VP2jUUBzHvxfvXtLL5XpDh4IV47Wby9HYuaGlCErhgUMXwVNEpQgGqkUtpRna4Ry8G3UQFVqKWyl0KRQOCsXB4ShVECkouMlBHUodBH1JesejeXnJ5QuBlzw+7/f+fPN9QKQW35Yw97eKFHpYAb5z74OJyXsnUPmSU0nBnLMJ4qQhs/gGBWGSjPyIJes0IEmLJ9tYgB00S2KSoNBc8VsqXzPbQP4B9ZvKFTE5g9wfu/tWtKzXlsWK6zb6yqdDEfGZMWrHxDA+s4erWXdR+Bh8cOBEkZfNbN55xR6OvAgUWtINyjByieIZNlDja+Zd3Gw5MvLXKlsccCfTxAFPagd3n44G5MQl2QBfjBbWg426faZLqdZk5MtrFPuusOsG+mVkSY/seo+6BNTeTUf6uoHrspojZlRP4c3hB6SSXsJO19XMYpZvsSRaQuaEc3VH/+J0hPMoVtLN9jkWXKVi0GH0OlsdY7DX+5bzTq81SZlCbeiopZoxMYc6ru5RRvWw4+qu1K+/oY7vxZDaz7Wwq8mu/5fJUzrD/t7wEh45mI/L2hdZwUHM6Cbux5HKhCiGjA2YwpQm5ceTVLJ4WzsOk35KP6nbpCEhq/ik0TNkkNJ0FkpTdh/h1nJESrdxzpTdKtD34Tk6nNJb6HelpLLpOdoNpbR2hNlcNDnAbHTsOzqU0my1bSUSLG7b3lXvOTqU0oaNC1eTOFqY0rHyHJ1OQkcnktDRiSR0dKD/x8uiL5wU+B4AAAAASUVORK5CYII=)

where ![_{yi} = \sum_{x \in T} x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAUBAMAAABIac8KAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/pSM/ddL9g+52LMvMx2pxSAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABoUlEQVQ4y2NgwAnWm6WlJVv9/4dTAaPyFwbG+HRMiXoFECn+3gGnVvZUBgYOLOIcP8EUdwNunfUCDOLYJF4JgCncOidybWAoxCZxPwFMCeDUeYBpAcMGbBI8v7G78dD0oxcgOnl/YtfJEI81cObyLueCSBQwpPFOABsGCkyOUBAABysD30JsOgs4F0DUcgowzL8DiR90NSxfsTqFKQCiloeBgUsbRxAoYxVlPgANB2CUrWbgDmCasJUBzbWMhig6+LSNdwAdyiB/gZMBpNYHqOInw4GHzHf40MOfDTWEZjLkAIOSc8F5Bl8eoFqOdQdAkc1owMVwGd1Z7UjsTUoOBxj+AoOTpd1dfQKSWvYNbgw66PEJcbMg+4nqDRwg9/AugMsh1DIVKDE8PICqcyqEahBnPVkANoQnAS6HUMvb85JB+wKKRl4DiJkNDHwXGJKUlBwYWBEJBqGWhWEBRuCDJe8AcxkXNNnzYUtT96CeQk577969e/X//y+G8jLOC7ogEXlssct9GkNI9i4YXGQoOnScgRVoHXf+XgYywIkONKcCAPklaHftRfCYAAAAAElFTkSuQmCC) is the number of times feature ![http://scikit-learn.org/stable/_images/math/df0deb143e5ac127f00bd248ee8001ecae572adc.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) appears in a sample of class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==) in the training set ![http://scikit-learn.org/stable/_images/math/f2d283a2071f9d043c9e0b0f794a8880fa0d3ce9.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMBAMAAABLmSrqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi/vPr78YYDJ0SOmd3fNnUr3DAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASklEQVQI12NgVHZRcjEKYGBOYFBhYBdg6GTg+M7AVcAwgYHxAwN7AgMDA/MGBjBgOgCh+xdA6PMQiuEulP4Dobh+gSmeuL8eQAoArwsN2OChKlMAAAAASUVORK5CYII=), and ![_{y} = \sum_{i=1}^{|T|} N_{yi}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAZBAMAAADwAgzpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/pSM/ddL9g+52LMvMx2pxSAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABpElEQVQ4y7WUv0vDQBTHX+qPpE1aTxxciy5CHQqO4uokWIRODjpoXOs/oC4uIhg3N+ssaEQqjrGDi6ABN6nSiosORTQIpWC9S9rk3iUdWvBByeX6+fR9eXcU4B/LhNfL2T21H/Uibgxbqkr6UTUYseX+VIAngB7UxLeu6zPnrSpTb7uo0qQD0sqGsCt/ud9tOUxd9lUBltcBlNAvHhju45qpb0FXDMvbBMZDaurEfShUlT45FcGHCRM2Q2ryx0tI1aum7asYtmJFeu6hejD9CUPQFcNWshGlDjmRKoILoCeN9no3T2vJW3+Q9kV0VRGW0wBxAseVqKNdzIX3AliiH42efyZKjWXDeximb+opqLmYIQQe8wKzZGziqxgu0bcF2rwBVm3AFjqsgZ+MVrkKPFxJEVDOLIAdkLIJwVQK+JyZysGPwZUy5wW17PUkJU7l4OlgJoUJYZbefBUtNcoGYPMqg2uWn2f/HavtQFOdBa8yOOOPZhCKWJ1zmXunk4xXMfyipfE1/K3X6+etVhFqN3kxMIbVO+EP4Nkr0kl21LS7wj3XHzNdhaXY0/N1AAAAAElFTkSuQmCC) is the total count of all features for class ![http://scikit-learn.org/stable/_images/math/276f7e256cbddeb81eee42e1efc348f3cb4ab5f8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMpDCOIY+IJ8tI4GBAQDkgA1ZbQrV3gAAAABJRU5ErkJggg==).

The smoothing priors ![alpha \ge 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAPBAMAAACCUFuUAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAr0lEQVQY02NggIHNcJaQ0QEGBGCeBGXwXGCYiiTOwDitAEzzCjDYIYsz8FwBS/AHMJwAKVN2hUmwvtsAJPdvYIgHKnBjqGAwgEpwLwIS8RtAiHkCA5c0zH7LdLg4hwEDpxJMWAFE7g9gOF8AMo33NliUXRNiHP8BBgmgLqDDEsDCuQIQXbwGDHoMDFwbGM4mgNwXewDhr9lAJyQLVz8qQPGHkNgBBvJB7F0guATjAQBkvij3z5gQnAAAAABJRU5ErkJggg==) accounts for features not present in the learning samples and prevents zero probabilities in further computations. Setting ![alpha = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYUlEQVQY02NgwATsV7EIMnAn/2HACvAIMyq7YhN2Y6hgMMAQZp7AwCV9AMj2ewcEz2DCHAYMnEqYhuzfwMB7G1M4noGBN4EBwxCuDQxnEwowVHMnC1c/QhFmz/2Zit0/DAAaJCHHcrN8VQAAAABJRU5ErkJggg==) is called Laplace smoothing, while ![alpha < 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAfklEQVQY02NgwATsV7EIMnAn/0ETYbwNptCEmS4zwIUZlV2homV3GBDCbgwVDAYgzpanDAhh5gkMXNIHgOx93gxIwhwGDJxKIHYdivD+DQy8EPtRDIlnYOBNgPCKLiKEuTYwnE0ogHCZEQ7kThaufgQVZuB5DfJ77s9UBuwAAKTlIwbM+Y0mAAAAAElFTkSuQmCC) is called Lidstone smoothing.

[**GaussianNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html#sklearn.naive_bayes.GaussianNB) implements the Gaussian Naive Bayes algorithm for classification. The likelihood of the features is assumed to be Gaussian:

![(x_i \mid y) &= \frac{1}{\sqrt{2\pi\sigma^2_y}} \exp\left(-\frac{(x_i - \mu_y)^2](data:image/png;base64,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)

The parameters ![sigma_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAOBAMAAAA7w+qHAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi/P7z78Y3a9g6Uh0Mp1MTuH/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYklEQVQI12NgYNT//5kBDFzTKiAMxgKGWRAW8waG4xDWZQaGCAgLKGXGwOfAMYGBiYHlAIOAGtcFBu7G1wwMbAuYISoYeB5sh7I4DnRAWbyBmlAWN4MBlHWJsQHK4pNjYAAAl4oR1sWZZzEAAAAASUVORK5CYII=) and ![mu_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAz3TdSDIYYPvzr7/pi51+OrF1AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAbElEQVQI12NgYFRgMGEAA/4Atm8QVgUD0wQIayED9wYI6ywDpwKE9YUhPyXhIcNyBvYvDCt4eTkTjjJwnb6beJ0hh6GBgQesSI/FAGgciLWIawHQOBCIvlnAcAvMcuCAGMTAOuEWlMXw9gEDAC7nGDA2M8ZCAAAAAElFTkSuQmCC) are estimated using maximum likelihood.